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Dynamic disorder in proteins, as demonstrated by variations in single-molecule electron transfer rates, is
investigated by molecular dynamics simulations. The potential of mean force for the fluctuating donor-
acceptor distance is calculated for the NAD(P)H:flavin oxidoreductase (Fre) complex with flavin adenine
dinucleotide (FAD) and is found to be in agreement with that estimated from electron transfer experiments.
The calculated autocorrelation function of the distance fluctuations has a simple exponential behavior at low
temperatures and stretched exponential behavior at higher temperatures on femtosecond to nanosecond time
scales. This indicates that the calculated dynamic disorder arises from a wide range of trapping times in
potential wells on the protein energy landscape and suggests a corresponding origin for the stretched exponential
behavior observed experimentally on longer time scales.

Introduction

Conformational dynamics of biomolecules is essential to their
functions, as demonstrated by many experimental and theoretical
studies.1 A picture has emerged in which both static heterogene-
ity (i.e., individual molecules with the same composition have
different properties2) and dynamic disorder (a given molecule
has properties that vary with time3) give rise to complex dynamic
behavior.4-6 One of the pioneering experiments on this area
was the study of Frauenfelder and co-workers who measured
the rebinding kinetics of CO after photodissociation.2,7 Since
spontaneous fluctuations of individual molecules are not
synchronized, it is difficult to observe them directly in an
ensemble-averaged experiment. However, they were able to
observe multiexponential kinetics in an ensemble experiment
by using photodissociation to synchronize the behavior of the
molecules. The rebinding was found to be complex with a
multiexponential time dependence and a non-Arrhenius tem-
perature dependence covering a wide range of temperatures
(10-350 K) and time scales (100 ns to∼1000 s).

Recent advances in room-temperature fluorescence spectros-
copy have made possible the real-time observation of single
biomolecules,8,9 thus circumventing the problem of synchroniza-
tion. Of particular interest are distance-sensitive probes based
on fluorescence resonance energy transfer (FRET)10 or electron
transfer (ET),11 which reveal information on conformational
fluctuations. The observed conformational fluctuations of
enzymes coincide in time scale with the fluctuations in their

catalytic reactivity in some cases.12,13 Molecular dynamics
simulations have been used to complement single-molecule
measurements of conformational dynamics related to enzyme
activity.14 In the electron transfer experiments, the measurements
were interpreted in terms of distance fluctuations on the
Ångström length scale and on the millisecond to second time
scale between a fluorescent chromophore and a nearby tyrosine
quencher, based on the exponential distance dependence of the
ET rate.15,16 A stretched exponential decay of the distance
autocorrelation function was observed and shown to be con-
sistent with an anomalous diffusion-based model;17,18recently,
a one-dimensional generalized Langevin equation (GLE) with
power-law memory kernel was introduced to interpret the
result.19 Also, it has been found in molecular dynamics
simulations that stretched-exponential relaxation occurs in the
dynamic structure factor of lysozyme and the results can be
fitted by a fractional Brownian motion model.20 Although these
formulations provided compact descriptions of the experiments,
they do not determine the underlying molecular mechanism that
results in the wide distribution of relaxation times. It is the
purpose of the present letter to provide such a mechanism, which
explains the simulation results and is suggested to extend to
the experimental observations of stretched exponential behavior.
We note that our analysis of the distance fluctuations per se is
not concerned with the details of the electron transfer process
and its complexities on short time scales.21,22

Two extreme models for the observed dynamic disorder have
been suggested (D. Reichman, private communication). In one
model, the molecule visits a series of minima (traps) with a
range of well depths and barriers. By introduction of an
exponential distribution of trapping energies, an analytical
solution for this model has been obtained.23 In the other model,
the multiexponential dynamics arises from the multiplicity of
conformational pathways projected onto the measured coordi-
nate; this behavior is related to entropic barriers in protein
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folding considered by Bicout and Szabo.24 The two models
correspond to a primarily energetic or entropic origin, respec-
tively, for the multiexponential dynamics. Here, we show that
the conformational dynamics probed by single-molecule all-
atom simulations on the femtosecond to nanosecond time scale
contain signatures of the longer time dynamics observed
experimentally.25 Further, it is demonstrated that the multi-
minimum character of the potential energy surface plays the
essential role in the calculated dynamics; i.e., the complex
dynamics of the spontaneous fluctuations has an energetic origin.

Simulation Method

All-atom simulations were performed with version 29 of the
CHARMM program,26 using the CHARMM27 parameter set.27

The complex of NAD(P)H:flavin oxidoreductase (Fre) and flavin
adenine dinucleotide (FAD) partially solvated in a TIP3P water
sphere with a 25 Å radius was studied. The charges of the FAD
molecule were determined by fitting the electrostatic potential
from ab initio quantum mechanical calculations. The coordinates
of Fre were obtained from the crystal structure of the Fre/
riboflavin complex provided by Dr. Nivie´re (Niviére, private
communication). The coordinates of the isoalloxazine ring of
FAD were available from the Fre/riboflavin structure, and the
rest of the FAD coordinates were constructed on the basis of
the internal coordinates determined from the quantum mechan-
ical calculation used for finding the FAD parameters.

The stochastic boundary simulation method was used in the
calculation.28 To improve the electrostatic energy and force
calculations, the charges of the 12 residues outside the water
sphere were scaled down by a factor,29 which mimics the effect
of solvation. Molecular dynamics was used for all protein atoms
and for water molecules inside a 19 Å sphere; outside that radius,
the water molecules were treated by Langevin dynamics to
mimic the heat bath effect of the surroundings.28 In the MD
simulation, the electrostatic and van der Waals interactions were
truncated at 13 Å with a shifting function beginning at 8 Å.
During the simulations, the temperature was maintained with a
Nosé-Hoover thermostat30,31applied to both the solvent and the
protein atoms. The SHAKE algorithm was applied to the bonds
with hydrogen atoms to allow a 2 fs time step.32 At 300 K,
several trajectories 5 ns in length were calculated after equili-
brating the system for 200 ps. The coordinates were saved every
100 fs. Simulation trajectories at lower temperatures (20-250
K) were found to converge in much shorter times, and the
simulations were terminated after 100 ps. For these short
trajectories, the coordinates were saved every 20 fs.

Results and Discussion

There are three tyrosine residues in Fre, Tyr35, Tyr72, and
Tyr116, close to the flavin-binding pocket. Fluorescence lifetime
measurements of the wild-type and mutant Fre/flavin complexes
showed that electron transfer from the Tyr35 to the excited FAD
isoalloxazine is responsible for the fluorescence quenching.11

The average positions of the bound FAD and the three tyrosine
residues of the protein are shown in Figure 1A. Trajectories in
Figure 1B are the time-dependent center-to-center distances
between the three tyrosines and the isoalloxazine obtained from
a 5 ns simulation. It is clear that the Tyr35 (with an average
distance of 7.8 Å) is always nearest to the isoalloxazine. Tyr116

is slightly further away (9.4 Å), and Tyr72 is the furthest (15.9
Å). Thus, the calculated relative distances (Tyr72 > Tyr116 >
Tyr35) are in accord with the lifetime measurement results and
the static X-ray structure.33

Since Tyr35 is the major fluorescence quencher, the Tyr35-
isoalloxazine distance potential of mean force and the fluctua-
tions of the distance (Figure 1C) are of interest to interpret the
experimental data. The potential of mean force (PMF) of the
center-to-center distance between the isoalloxazine and the Tyr35

was obtained by umbrella sampling;34-36 trajectories 1 ns in
length for each umbrella potential gave converged distributions.
Figure 2A shows the statistics of the Tyr35-isoalloxazine
distances sampled with different umbrella potentials; the
distribution (solid line Figure 2A), which spans a broader
distance range, was obtained in a 1 nssimulation without any
biasing potential. The Tyr35-isoalloxazine distance PMF result-
ing from combining these results with the weighted histogram
analysis method (WHAM)34-36 is shown in Figure 2B. The
distance distribution has a standard deviation of 0.44 Å. As can
be seen from the figure, the calculated PMF is in good
agreement with the experimental result.11 This agreement
provides support for the use of the simulations for further
analysis. It immediately indicates that the assignment of the
fluorescence lifetime fluctuation to the Tyr35-isoalloxazine
distance fluctuation is correct. Since the potentials can be
approximated by a parabolic function, analytic models of the
distance fluctuation have been developed.17,19

Figure 1. Positions of the tyrosine residues of Fre. (A) The average
positions of the three nearby Tyr35 (blue), Tyr72 (cyan), and Tyr116

(green) and the FAD (brown) in a 5 nssimulation. (B) Trajectories of
the center-to-center distances between three Tyr residues and the FAD
isoalloxazine ring along the 5 ns simulation. (C) The smoothed
trajectory of the center-to-center distance between Tyr35 and the
isoalloxazine, obtained by averaging nine adjacent points from the
original trajectory.
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The relaxation dynamics of the Tyr35-isoalloxazine distance
(Figure 1C) can be characterized by the distance autocorrelation
function, defined byC(t) ) 〈δd(τ) δd(τ + t)〉,37 whereδd is
the deviation of distance from its average value and〈...〉 denotes
the time average over the trajectory; the un-normalized distance
autocorrelation function gives the amplitude and time scale of
the distance fluctuations. Figure 3A shows theC(t) obtained
from one 5 ns trajectory, whose decay extends over the entire
range of the simulation; for times greater than 500 ps, the
statistics are such that the results are not meaningful. Results
from the other two simulations are similar. The amplitude of
the distance fluctuations obtained from theC(t) is on the sub-
angstrom scale, consistent with X-ray crystallographic data and
estimates from the single-molecule experiments. There are
clearly two distinct regimes in the decay ofC(t), which
correspond to different types of motions. On a time scale of 2
ps, the correlation function shows a rapid decay, as well as a
small oscillation; the latter occur in all the trajectories. Figure
3B shows the Tyr35-isoalloxazine distance correlation function
with higher time resolution obtained from an independent 1 ns
simulation trajectory, in which data were recorded at intervals
of 20 fs. This part of the correlation function can be fitted by
the sum of two independent motions: a fast exponential decay,

modeled as Brownian diffusion in a harmonic well; and a slowly
decaying oscillation due to a vibrational motion with slight
damping38,39 projected onto the coordinate of Tyr35-isoallox-
azine distance. The amplitude of the fast decay of the autocor-
relation function is about 0.05 Å2 at 300 K. On the longer time
scale, the distance autocorrelation function is highly nonexpo-
nential and can be fitted by a stretched exponentialC(t) ) C(0)
exp[-(t/τ)R] with the parametersR ) 0.33 andτ ) 306 ps.
The correlation function has not fully decayed at the end of the
interval accessible from the trajectory. This is in accord with
the fact that the standard deviation of the distance of the 5 ns
trajectory is only 0.3 Å, less than the estimate of 0.44 Å from
the PMF (Figure 2B).

The transition from the short-time Brownian motion to the
longer-time subdiffusional motion found in molecular dynamics
simulations suggests that the fluctuation on the picosecond to
nanosecond time scale and the complex dynamics observed
experimentally on a longer time scale have the same origin. It
has been found previously by simulations with quenching that
the potential energy surface of myoglobin (and probably that
of proteins, in general) is a multi-minimum surface with escape
times at room temperature ranging from a few tenths of a
picosecond to times beyond the length of the simulation.40,41

Thus, the observed transition in the relaxation described above
could originate from a barrier-crossing process in which the
system escapes from the potential well in which it exists initially.
In this well, the dynamics is simple and can be modeled
approximately as the Brownian motion of a harmonic oscillator
with a superimposed vibrational motion of the well.40,39 When
the system has enough time to cross over the lowest free energy
barrier, it falls into the adjacent potential well. Since there are
many local minima on the potential surface with different barrier
heights separating the minima, a model of diffusion in a well
no longer explains the calculated fluctuation dynamics. Thus,
on a long time scale, the overall amplitude of the motion is
determined by the potential of mean force, but the dynamics is
determined by the rates of barrier-crossing processes.

Molecular dynamics at low temperatures have shown that the
atomic fluctuations in a protein are smaller and their magnitudes
increase asT1/2, as expected from motion in a harmonic well.40

This suggests that low-temperature simulations should show the
simple Brownian decay of the autocorrelation function found
at short times at room temperature (Figure 3B). Similar to the
earlier results for myoglobin,40 it was found that, for a series of
simulations between 20 and 250 K, a transition occurred at
around 200 K, and the fluctuation amplitude had a stronger
temperature dependence above that temperature (not shown).
Figure 3C shows the Tyr35-isoalloxazine distance autocorre-
lation functionsC(t) obtained at the different temperatures. The
fast Brownian decay with a similar time scale exists at all
different temperatures. Below 200 K, only this fast relaxation
is found in most cases, while at 250 K, a slower decay analogous
to that at 300 K is clearly seen on the longer time scale; at 150
K, there is a weak long-time decay, suggesting that the molecule
was in a shallow well from which it could escape on the
simulation time scale. With the increase in temperature, the
system has a higher probability of crossing the barriers between
potential wells at a finite simulation time (100 ps in our case).
This observation provides direct evidence that the complex
relaxation dynamics in the simulations originates from the multi-
minimum character of the potential surface. Further, the
trajectory in Figure 1C shows abrupt jumps of the center-to-
center distance, supporting the conclusion that barrier crossing
is involved. If the free energy barriers were largely entropic,

Figure 2. The potential of mean force for the Tyr35-isoalloxazine
center-to-center distance by umbrella sampling and WHAM. (A)
Sampling histograms of the Tyr35-isoalloxazine distance under different
constraints. Each histogram is obtained from a 1 nstrajectory under
different parabolic bias potential applied to the coordinate of Tyr35-
isoalloxzaine distance. The solid line is the histogram with constraint-
free simulation. The dashed lines are histograms with umbrella potential
added with a force constant of 20 kcal‚Å-2 and central positions, from
left to right, of 6.6, 6.9, 7.2, 7.4, 8.1, 8.3, 8.6, 8.9, and 9.2 Å. (B) The
potential of mean force of the center-to-center distance between Tyr35

and FAD isoalloxazine, generated with nine constrained and one
unconstrained dynamics samples of 1 ns simulations. Also shown is
the experimentally obtained potential of mean force (in circles) overlaid
with the simulated potential.
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the trajectories would be expected to exhibit more gradual drifts
in the distance.

Since still-higher barriers that are unlikely to be crossed
during the simulation time are expected to exist, as indicated
by the PMF, three 5 ns MD trajectories starting from nearly
identical initial structures were calculated. They provide ad-
ditional support for the connection between the nanosecond
simulation results and the single-molecule experimental obser-
vation of conformational dynamics on the longer time scale.
The conformation space explored by the three trajectories is
illustrated in Figure 4. A principal component (quasiharmonic)
analysis of the Cartesian coordinates of the 232 backbone
R-carbon atoms was made.42,43 It has been demonstrated
previously that a small number of principal components account
for the major part of the atomic fluctuations and that a series of
independent short trajectories provide a better coverage of the
accessible configuration space than a single long trajectory.42

Figure 4 shows the projection of the transient structures onto
the first two principal eigenvectors. The two-dimensional
projection reveals conformers hidden in a one-dimensional
representation. Within the regions sampled by a single trajectory,
transitions on the nanosecond time scale from one “well” to
another are clearly visible. These contribute to the calculated
long-time decay in the distance autocorrelation functions.
Further, each of the three trajectories sampled different regions
of the conformation space, confirming that the free energy
barriers separating them are too high to be crossed on the
nanosecond time scale of the simulations. This indicates that
longer time scale events contribute to relaxation, in accord with
experimental results.

As shown here and observed experimentally, complex
relaxation dynamics can occur within a relatively smooth
(barrierless) one-dimensional potential of mean force. It is clear
that the time dependence of the relaxation dynamics cannot be

Figure 3. Dynamics of the Tyr35-isoalloxazine distance fluctuation.
(A) The autocorrelation function (blue) of the Tyr35-isoalloxazine
distance from the same 5 ns trajectory in Figure 1B, where the decay
of the correlation function extends to all the time scales accessible to
the simulation. A stretched exponential decay functionC(t) ) C(0)
exp[(t/τ)R] (red) is used to make a phenomenological fit to the
correlation decay in the 1-500 ps range. The oscillatory behavior at
around 1 ps was observed in all the trajectories. (B) The Tyr35-
isoallozaxine distance autocorrelation function on short time scales at
higher time resolution, and a fit with the sum of two independent
motions: a Brownian diffusion within a harmonic potential and a
vibration with slight damping,C(t) ) A1 exp(-t/τ1) + A2 exp(-t/τ2)-
[cos(Ωt) + 1/τ2Ω sin (Ωt)] + C0, whereτ1 ) 0.26 ps,τ2 ) 2.8 ps, and
Ω ) 5.6 ps-1, A1 ) 0.08 Å2, and A2 ) 0.004 Å2. (C) Distance
autocorrelation functions from 100 ps simulation trajectories at different
temperatures. The correlation functions at 20, 50, 100, 150, and 200 K
are offset for clarity.

Figure 4. Projection of three 5 ns MD simulation trajectories onto
the plane consisting of the first two principal component eigenvectors.
Energy minimizations of 1000, 1500, and 2000 steepest descent steps
were performed, respectively, from the Fre/FAD complex in the water
sphere to generate the initial structure of these three trajectories. State
transitions are clearly visible for all three simulations, and different
conformational substates are recognized. The black lines outline how
the system migrates through different states on the principal plane with
time.
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deduced from the one-dimensional potential; i.e., the reduction
of a multidimensional energy landscape to a single coordinate
hide the complexity of the actual potential through integration
over essential coordinates.44 It has been shown here by molecular
dynamics simulations that the multi-minimum character of the
potential surface gives rise to the multiexponential dynamics.
At low temperatures, where the protein is trapped in a single
minimum over the time scale of the simulation, Brownian
dynamics within that minimum is found from the calculations.
As the temperature is raised above 200 K, a long time tail
appears in the correlation function due to jumps between wells
with different barriers. The existence of high barriers is
demonstrated by a principal component analysis of different
simulation trajectories. This suggests that the long time character
dynamics disorder on a time scale beyond that of the simulation
has a corresponding origin. We believe that the existence of
dynamic disorder observed in single-molecule experiments and
molecular dynamics simulations is a general aspect of biopoly-
mers.
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